Baker and Kawashima Reply: Our letter [1] de-
scribed numerical work and recognized for the first time
that it should bracket the true value, g*, of the renor-
malized coupling constant. As the lower limit is greater
than zero, we have presented for the first time, what we
feel to be a convincing demonstration that the renormal-
ized coupling-constant is non-zero and therefore the long
standing question of the validity of hyperscaling in the
3-dimensional Ising model is resolved beyond a reason-
able doubt. The lower limit was argued to be the direct
Monte Carlo estimate of limz_,o g(K¢, L) = G*, where
L is the system size, K. is the critical point value of
the inverse temperature K, and g(K, L) is the estimator
function which leads to the renormalized coupling con-
stant through the limits lim -, - limp o g(K, L) =g
The nature of the behavior of these two limits was ex-
plored by exact calculation for the two-dimensional Ising
model previously [2] and g* # G* was to be expected. In
brief summary, gx > G*, and for fixed L the decline from
a value of g(K,L) = ¢g* to g(K.,L) =~ G* becomes pro-
gressively more precipitous as L increases. This behavior
for large L is strongly supported in 3 dimensions by the
Monte Carlo histogram method results of Tamayo and
Gupta [3] who observe a very rapid decline in values of
g(K, L) as K. is approached. Since the submission of our
work [1] we have done a calculation of G* [4] and found
G* = 5.0 £ 0.2. Also Tamayo and Gupta [3] have re-
fined their much more extensive analysis and they found
G* = 5.23 £ 0.01, more than 500 standard deviation off
zero!

The work [5] referred to in the comment of Kim [6]
was a good step forward at the time, however it failed
to recognize the possibility of a lower bound as described
above. Therefore, in common with other work at that
time, it could not answer in a convincing manner the
counter claim that g(K,oco) vanished like (K, — K)*’
where w* is of the order of a few hundredths. This effect
is apparent only very close to the critical point. The is-
sue of the decline of g(K, L) over the range we studied
is not in our view relevant to the critical point behavior.
Since correlation length vanishes at infinite temperature,
we plotted (K/K.)*/?g(K, L) to account for this effect.
This quantity is constant over our whole range within
the accuracy of Kim and Patrascioiu’s previous work [5],
i.e., 3. In other words, they might have observed simi-
lar interesting variations if they had squeezed the error
down to the same magnitude as we did in our letter, i.e.,
0.3 at the largest. Therefore, his claim that g(K) re-
mains constant in the scaling regime in their previous
work, from our view point, did not have a strong ba-
sis. Kim and Patrascioiu have computed their results for
L/¢ ~ 6. Baker [2] has found in two-dimensions that
L/¢ = 7+ 1 is necessary for one percent work. Kim'’s
argument that the results of [5] agree with ours where
they overlap within their rather large errors, may not be
enough to exclude systematic errors of several percent.
Reinforcing this concern is the work of Baker and Er-
penbeck [7] in three dimensions who clearly showed the



L/¢ = 3.8 is too small for accurate work. We have ad-
vanced matters by using L/¢ ~ 10 which should reduce
the systematic error to less than a percent and have com-
puted results. The cost for achieving this goal should not
be neglected. First, because of the cancellation of large
terms in the estimation of the four-point function, the
extra accuracy required to increase L/¢ from 6 to 10 is
at least of a factor of (10/6)* ~ 5, which is equivalent
to a factor of 52 = 25 in terms of computational time.
In addition, as we pointed out, we have improved the
accuracy by an order of magnitude over that previously
reported [5], which amounts to a factor of 100 in terms of
computational time. Finally, considering also trivial in-
crease in computation due to the increase in system size,
i.e., another factor of 5, the effort to obtain our results
is about 10,000 times as great as would have been re-
quired for results with L/¢ ~ 6 and with ten times larger
statistical errors as in the work of Kim and Patrascioiu.
This improvement was made possible due largely to our
improved estimators.
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